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There are several challenges in translating an ancient language like
Akkadian. Clay tablets are rarely completely preserved. As a result, NMT,
as well as HT, are affected by the lack of context. Another challenge is the
complex logophonetic nature of cuneiform, i.e. signs can have 1 of 3
functions: logograms, determinatives, and phonograms/syllabograms.
Therefore, cuneiform signs are polyvalent and have several readings for
each function (see Materials and methods). For example, the sign  “UD,”
originally a pictograph of the Sun(-god), has more than 17 phonetic and 6
logographic values that can only be securely read in context (see Fig. 3).
Sometimes, even experts cannot figure out the proper sign value (see Fig.
S1).

Fig. 3.



Computer Vision is currently past the highest peak on 
the slope of enlightenment preparing to reach platea productivity
where mainstream adoptions will start to take off.

Hype cycle for Artificial Intelligence 

Computer Vision is the field 
where most AI research is
being conducted. 

18/07/23, 15:06Clockworks - The future of computer vision (9 applications and trends in 2023)
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artificial intelligence and innovations in deep learning, computer vision has become a powerful tool driving transformation in industries.

The computer vision market has been expanding across multiple industries in the past years, leading to an expected growth of $17.4 billion in revenue by 2023 and $41.11
billion by 2030 (according to Allied Market Research).

It may not come as a surprise that businesses like Google and IBM are among the leading advocates of AI-based computer vision solutions. This serves as one of the indicators
that computer vision has a promising future in advancing numerous industries. 

By the end of this article, you’ll have a better understanding of:

1. Computer vision (definition and context)
2. Popular computer vision applications 
3. The future of computer vision in 2023

What is Computer Vision?
Computer vision is a field of artificial intelligence that allows computers to obtain structured and meaningful information from digital images, videos, and other visuals. Based
on this information, actions or recommendations can be given.

Over the past few years, ideas have been flowing when it comes to computer vision applications that use (vision) AI. However, the majority of these ideas remain in their proof
of concept stage (PoC), not yet reaching production with a positive business case. 

So far, we’ve only scratched the surface of vision AI’s potential. Can you imagine how much further it can go if more ideas were executed?!

Check out this hype cycle below for Artificial Intelligence, last updated in 2022 by Gartner. The hype cycle is a graphic presentation that reflects the different stages of a specific
technology, such as maturity, adoption, and social application. 

This graph shows that computer vision is currently past the highest peak on the so-called ‘slope of enlightenment’, preparing to reach a steady plateau (‘plateau of
productivity’), where mainstream adoptions will start to take off. Taking this step first requires the knowledge and expertise missing to build accurate and scalable solutions. 

Popular computer vision applications
We’ve already established that most ideas have not yet gone past their PoC stage in computer vision.

Popular computer vision applications

The future of computer vision in 2023

A flourishing technology

Credit: Gartner's Hype Cycle for Artificial Intelligence for 2022

Computer Vision

Credit Gartner

As of July 2022

Data Labelling and Annotation

Intelligent Applications



AI initiatives in museums 

Credit  E. Villaespesa, 2021

When it comes to museums 
AI can be incorporated across the spectrum
from visitor experience to behind the scenes
and the technology can and has come in many forms.
Lauren Styx MuseumNext

Museums are utilizing AI technology 
mainly to engage audiences and 
personalize visitor experiences. 



The digitally obliged

AI Deep Learning benefits from a large collection
of annotated data. 

Applications on cultural heritage suffer from 
scarcity of data, use domain-specific jargon and 
underrepresented visual concepts

The Cardsharps, with its mixture of brutal low-life realism and luminous
Venetian delicacy, was much admired, and Orsi "went around acclaiming
Caravaggio's new style and heightening the reputation of his work.»… 
Caravaggio appears to have produced more than one version of the work. 
Over fifty copies and variants made by other painters have survived…..

From Wikipedia



The digitally curious

Computer Vision and Artificial Intelligence offer
opportunities in terms of creating new user-friendly 
vocabularies, generating new data to interact and 
access the collection.
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Madonna of parturition is an iconic depiction of
the virgin mary shown as pregnant, which was

developed mainly in tuscany in the 14th century.
The madonna was portrayed standing, alone, often
with a closed book on her belly, an allusion to the

incarnate word...

zero-shot Painting of three people

w/o DA The painting depicts the virgin mary standing in front
of a throne decorated with a red velvet curtain

w/ DA
It shows the virgin mary holding the child in a blue dress. she is dressed in a blue

robe, and holds a book in her left hand. she wears a blue robe, and holds in her right
hand. she wears a blue dress with a red bodice decorated with gold embroidery on the
front, and a red cloth over her head. she wears a blue dress, and a gold brocade with a

gold embroidery on her lap

GT

Housed in the museum of fine arts, boston, it shows luke the
evangelist, patron saint of artists, sketching the virgin mary as

she nurses the child jesus. the figures are positioned in a
bourgeois interior which leads out towards a courtyard, river,

town and landscape…

zero-shot A painting of a scene

w/o DA A little girl and a boy, with a heart in the background

w/ DA
The painting depicts the virgin mary and the saint

mary in the foreground, with a view of the landscape,
and a woman holding a child

Figure 7: Qualitative samples showing the original (GT)
caption along with different outputs from GIT [54] on Art-
pedia [47]

talise, to access, and to retrieve for the general public. In the
field of cultural heritage a feature such as the uniqueness of
the artworks can become an obstacle for machine learning
techniques that requires large amount of data. At the same
time the usual augmentation techniques such as image flip-
ping, random brightness change, random hue change do not
suit the task as they semantically change the original data-
point by changing small the visual details that are actually
meaningful. Therefore our contributions aims at semanti-
cally enrich the popular pretrained LLMs models leveraging
the expert knowledge to create a more sophisticated image
data augmentation pipeline.
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Automatic image captioning

Generate text for vision and 
language tasks: 

Image Captioning and Image 
Retrieval



Credit C. Baecchi 2018

Intelligent Vision for museum visits

Wearable computing: a companion for museum 
visits using computer vision for recognition of 
artworks and on-board sensors



Rather than just passively reading posted information or listening
pre-defined texts, visitors can actively engage through hands-on
experiences or dialogue.

Large interactive surfaces

Seeking multimodality and direct interactivity

Credit SEGD Society for Experiential Graphic Design



In the era of LLMs

Visual Question & Answering exploits AI to 
perform speech to text translation 
providing answers to visitor’s questions.

Microsoft Research recently open-sourced
Visual ChatGPT, a chatbot system that can 
manipulate images in response to human 
textual prompts. 

GPT4 will be soon available that can 
answer questions based on the image. 



Conversational abilities
Can analyze and classify text
Can create websites

Can respond to natural language queries
Can answer trivial questions
Can provide language translations

Can describe images In detail
Can answer questions based on the 
image *

Features of Chat GPT4

*  Not yet available in the plus version of ChatGPT
Only possible in GPT-4 API, waitlist to join

Credits Barnorama



Credit A. Baldrati 2023

Chatbot for artworks

Is GPT-3 all you need for Visual Question Answering in Cultural Heritage? 5

GPT-3
Describe and 
contextualize the 
painting “Olympia”

PROMPT Olympia is a painting by 
french artist Èdouard 
Manet, first exhibited at the 
1865 Paris  Salon. It 
depicts a nude woman 
reclining on a bed with 
black cat on her feet…   

QA MODEL

Who is the author 
of the painting ?

QUESTION

Èdouard 
Manet

General description generation for question answering

Fig. 1. Scheme of our method for answering questions using a general generated de-
scription. A prompt with a specific structure is given in input to GPT-3. Subsequently
the generated text is fed together with the question to a Question Answering model
that outputs the answer.

– General - A general prompt where the expected output is a general
description of the artwork. The input text follows the structure:

"Describe and Contextualize the painting < painting name >"

– Question-based - A specific question based prompt. The input text
follows the structure:

"Painting < painting name > < question >".

The expected generated text by GPT-3 is a small text snippet that con-
sists in a couple of sentences, focused on the topic of the question.

2. Question answering. Once the description has been generated in the pre-
vious step, we can exploit it to answer both visual and contextual questions
through a Question Answering language model. For this purpose we use a
pretrained version of DistilBert [27] fine-tuned on the SQUAD [24] dataset.
We feed in input to the DistilBert model the generated text from the previ-
ous step together with the question. The answer given as output will be the
final answer of our method.

Fig. 1 and Fig. 2 show a scheme of the two variants of our method. More precisely,
in Fig. 1 the general input prompt for GPT-3 yields the generation of a long
description of the artwork (similar to a museum information sheet). On the other
hand, the question-based prompt in Fig. 2 yields only the generation of a brief
output text, which we find suitable for answering the question. In conclusion,
these two schemes follow roughly the same structure. The di↵erence is in the
input prompt that in the case of Fig. 1 is more general and in Fig. 2 is more
task oriented.

A chatbot system that output answers to 
questions about images exploiting text 
generated by GPT3 constrained on the 
artwork description.

Reinherit project



Conditioned image retrieval:
find the best matching images satisfying both the similarity
constraints of the reference image and  the changes to the 
image requested in the additional text. 

Conditioned image retrieval

Show me similar statues
but complete with arms



Gender and cultural biases
This suit of armor from Japan was
mistaken as Buddha by machine vision 
services. A pattern of conflating
non-Western cultures.

Sensitivity and accuracy
Risk to display information that is not
completely accurate. Genaritive AI 
provides allucinations

User acceptance
Acceptance contingent upon the visitor's
profile characteristics.

Distraction
Visitors might focus too much on mobile 
phones and end up ignoring the details
shown on the objects.

…….

Challenges with AI in museums


